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Abstract
In this article, we review the statistical methods and theory for dose finding in early phase clinical trials,

where the primary objective is to identify an acceptable dose for further clinical investigation. The dose finding
literature is initially motivated by applications in phase I clinical trials, in which dose finding is often formulated
as a percentile estimation problem. We will present some important phase I methods and give an update on new
theoretical developments since a recent review by Cheung (2010), with an aim to cover a broader class of dose
finding problems and to illustrate how the general dose finding theory may be applied to evaluate and improve
a method. Specifically, we will illustrate theoretical techniques with some numerical results in the context of a
phase I/II study that uses trinary toxicity/efficacy outcomes as basis of dose finding.

Keywords: adaptive designs, coherence, consistency, h-sensitivity, optimality bounds, phase I
trials, phase I/II trials, trinary outcomes

1. Introduction

Phase I and phase I/II clinical trials of a new drug are typically small dose finding studies, whose
goal is to identify an acceptable dose, defined with respect to some pre-specified toxicity and efficacy
criteria, for further clinical investigation. Because little is known about the new drug in the early
phase investigation, these studies are conducted in an adaptive and small-group-sequential manner,
characterized by an iterative process: (1) start the trial at a safe dose, (2) treat a small group of patients
at the dose, and (3) make dose decisions for the next group based on the outcomes of the current
group. This process continues until a pre-specified sample size is reached. This approach, motivated
by ethical considerations, avoids randomizing patients to doses with excessive toxicity risks and aims
to concentrate treatments around the “good” doses.

Storer and DeMets (1987) give one of the earliest discussions on the topic of dose finding in
the context of standard phase I trials, where the primary objective is to find the maximum tolerated
dose based on binary toxicity outcomes. The authors formulate phase I dose finding as a percentile
estimation problem, and define the maximum tolerated dose θ as a dose associated with a pre-specified
toxicity probability p. Precisely,

θ = arg min
k
|π1(k) − p| , (1.1)

where π1(k) is the probability of toxicity at dose level k. Note that for practical reasons, a typical dose
finding study tests a drug at a discrete set of dose levels {1, . . . ,K}; thus, the estimand θ lives in a
discrete and finite parameter space {1, . . . ,K}. This feature, together with the ethical considerations in
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human studies, differentiates the dose finding problem in clinical trials from the percentile estimation
problem in bioassay (Finney, 1978). Since Storer and DeMets (1987), several authors have proposed
a great variety of methods and statistical principles to estimate θ. Important examples include the
up-and-down and random walk designs (Storer, 1989; Durham et al., 1997), model-based methods
(O’Quigley et al.,1990; Zacks et al.,1998), stepwise procedures (Lin and Shih, 2001; Cheung, 2007)
and the stochastic approximation (Anbar, 1984; Cheung and Elkind, 2010). The study of the theoreti-
cal framework for phase I dose finding, however, has not received much attention until about a decade
ago. A recent review of the theoretical criteria in phase I dose finding is given in Cheung (2010).

As the dose finding objective in clinical trials becomes increasingly sophisticated, novel adaptive
designs have been proposed to address estimation beyond the percentile estimation objective (1.1).
Bekele and Thall (2004), Yuan et al. (2007), and Lee et al. (2011) consider phase I dose finding
with non-binary toxicity outcomes. For phase I/II trials in which dose finding is based on bivariate
efficacy and toxicity outcomes, several model-based methods have been proposed (e.g., Braun, 2002;
O’Quigley et al., 2001; Thall and Cook, 2004). The use of utility scores has been considered in
combination therapy trials (Houede et al., 2010). Most of these methods are model-based in that they
sequentially treat the next patients at a dose estimated to be “good” based on a dose-outcome model.
Because the dose-outcome model is usually elaborate, these methods are computer intensive, and their
properties are not theoretically tractable. As a result, the theoretical study of these complex methods
has been difficult and rare when compared to the standard phase I dose finding problem.

The main goal of this article is to provide an overview of dose finding methods in clinical trials and
an up-to-date review of the theoretical study. We will first focus on the standard phase I dose finding
problem as defined in (1.1), with Section 2 presenting important examples of statistical methods, and
Section 3 reviewing key theoretical criteria. Section 4 presents a general formulation for dose finding
methods in clinical trials, along with general optimality bounds. In Section 5, we will illustrate the
applications of the theoretical criteria in a specific dose finding situation using trinary outcomes. This
article is ended with some concluding remarks in Section 6.

2. Methods for Phase I Dose Finding Problem

2.1. Notation

Let xi ∈ {1, . . . ,K} denote the dose level that patient i receives, and let Yi = Yi(xi) denote the patient’s
binary toxicity outcome where Yi(k) is the toxicity indicator when the patient receives dose level k. In a
dose finding study, each patient receives only one dose (i.e., xi) and thus only Yi is observable. Further
let π1(k) = Pr{Yi(k) = 1} so that {π1(1), π1(2), . . . , π1(K)} denote the dose-toxicity curve defined on the
test doses. A dose finding method consists of two components. The first component is the design that
pertains to the determination of the sequence {xi}, possibly with respect to some ethical constraints
due to the fact that the experimental units are human subjects. The second component is the estimation
of θ as defined in (1.1). This section reviews some important classes of phase I dose finding methods.

2.2. Random walk

Storer (1989) describes a number of up-and-down escalation designs. For example, according to his
Design B, a trial starts at a low and safe dose (e.g., x1 = 1), and a single patient is treated and observed
for a toxicity outcome. The next patient will receive the next lower dose level if a toxicity is observed,
and the next higher dose otherwise. Mathematically, Storer’s Design B can be represented as

xi+1 = Yi max(xi − 1, 1) + (1 − Yi) min(xi + 1,K), (2.1)
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where the starting dose x1 is specified by the clinical investigators. By using Markov chain represen-
tation, the sequence {xi} according to (2.1) can be shown to sample around a dose that causes toxicity
with 0.50 probability. For situations where a lower toxicity tolerance is desired, Storer (1989) pro-
poses alternative up-and-down schemes that escalate after a small number of consecutive non-toxic
outcomes, and suggests using a combination of these schemes in a study. At the end of the study, the
maximum tolerated dose θ can be estimated by using logistic regression or isotonic regression.

Durham et al. (1997) introduce a randomized generalization of the up-and-down designs for any
target rate p ≤ 0.50. Like Storer’s Design B, the design de-escalates dose level for the next patient
if the current patient has a toxicity. When no toxicity is observed, however, the method will escalate
based on the outcome of a biased coin with probability p/(1 − p). This biased coin design can be
described as a random walk:

xi+1 = Yi max(xi − 1, 1) + (1 − Yi){xi(1 − ci) +min(xi + 1,K)ci}, (2.2)

where ci is a Bernoulli variable with probability p/(1 − p) independent of Yi. A starting dose x1
needs to be specified to initiate the recursion (2.2). The biased coin design makes dose assignments
with respect to the target rate p. Exploiting the Markov property of random walk, we can derive
analytically that the sequence {xi} will sample around a dose with toxicity probability about p. Thus,
it is natural to estimate θ with the mode of xis, although logistic and isotonic regression may also be
used for estimation purposes.

Because the escalation rules of (2.1) and (2.2) for any given dose can be written down in advance
without regards to the outcomes at other doses, they can be implemented in a study without interim
statistical calculations. These methods, often called algorithm-based designs, are simple to implement
and are transparent to non-statistical investigators in terms of the dosing decisions.

2.3. Model-based designs

The continual reassessment method (CRM; O’Quigley et al., 1990) makes dose assignments based on
a parametric dose-toxicity model, postulating π1(k) = F(k, β) for some parameter β. The main idea of
the CRM is to treat the next subject at the dose with toxicity probability estimated to be closest to the
target p. Precisely, the next dose is determined by

xi+1 = θ̂i := arg min
k

∣∣∣∣F (k, β̂i

)
− p
∣∣∣∣ , (2.3)

where β̂i is the posterior mean of β based on the observations {(x j,Y j) : j ≤ i}. That is,

β̂i =

∫ ∞
−∞ βLi(β)dG(β)∫ ∞
−∞ Li(β)dG(β)

,

where Li(β) is the binomial likelihood of β given {(x j,Y j) : j ≤ i} and G(β) is the prior distribution of
β. Under a Bayesian framework, the CRM sets the starting dose x1 = θ̂0 in accordance with (2.3) with
β̂0 being the prior mean of β. The choice of G is discussed in Cheung (2011) and Lee and Cheung
(2011) who study the use of least informative prior.

The CRM combines the design and estimation components of a dose finding study by setting
xi+1 at θ̂i. At the end of a study with sample size n, the maximum tolerated dose θ is estimated by
θ̂n, a dose that would have been given to the next patient if the study continued. This coupling of
design and estimation motivates a subsequent literature of model-based methods that adopt similar
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ideas. In a nutshell, a model-based method makes dose decisions and estimation based on a dose-
toxicity model that is being updated repeatedly throughout a study. The main difference between the
various model-based methods lies in how the model F is specified and how the dose-toxicity curve
π1 is estimated. Zacks et al. (1998), for instance, estimate θ using an asymmetric loss function that
penalizes over-dosing more than under-dosing, while (2.3) places equal penalty on the two erroneous
dosing decisions. Haines et al. (2003) consider Bayesian c-optimal designs under parametric models,
whereas Gasparini and Eisele (2000) and Cheung (2002) discuss the use of Bayesian nonparametric
model, and Leung and Wang (2001) use a frequentist analogue that continually estimates π1 using
nonparametric isotonic regression. Meanwhile, Shen and O’Quigley (1996) and Cheung and Chappell
(2002) consider robustness of parametric estimation of π1.

2.4. Hybrid two-stage designs

Most model-based methods are Bayesian and assume a prior distribution on the dose-toxicity curve.
At the start of a trial when there is few or no data, these Bayesian methods will rely on the prior
belief about θ in prescribing doses. As an alternative, O’Quigley and Shen (1996) propose a version
of the CRM that estimates β using maximum likelihood estimation, that is, replacing β̂i in (2.3) with
arg maxβ Li(β). The likelihood CRM avoids the needs for choosing a prior. However, since maximum
likelihood estimate does not exist until there is heterogeneity in the toxicity outcomes, an initial dose
escalation sequence {xi0} is required before the first toxicity occurs. This leads to the concept of a
hybrid two-stage design: define xi = xi0 if Y j = 0 for all j < i, and xi is defined by the model-based
recommendation such as (2.3) if Y j = 1 for some j < i. Generally, a hybrid design consists of three
parts: a model-based design, an initial set of escalation rules {xi0}, and a transition rule (e.g., when the
first toxicity occurs). Section 3.1 gives additional discussion on the choice of {xi0}.

2.5. Stochastic approximation and virtual observations

Stochastic approximation is perhaps the earliest method proposed for the purpose of dose finding. An-
bar (1984) consider using the Robbins-Monro method (1951) in phase I trials. Precisely, the stochastic
approximation determines the next dose by

xi+1 = xi −
1
ib

(Yi − p), (2.4)

for some constant b > 0 and a pre-specified starting dose x1. The theoretically properties of recursion
(2.4) have been extensively studied, and numerous variations have been proposed. However, a few
practical reasons prevent its use in phase I trials. First, while most dose finding studies are conducted
on discrete dose levels, the stochastic approximation assumes a continuum of dosages. To circumvent
this issue, O’Quigley and Chevret (1991) consider

xi+1 = C
{

xi −
1
ib

(Yi − p)
}
, (2.5)

where C(x) is the rounded value of x for x ∈ [0.5,K + 0.5), and is set to 1 and K respectively if
x < 0.5 and > K + 0.5. However, since |(ib)−1(Yi − p)| < 0.5 when i is large enough, the sequence
{xi} according to (2.5) will eventually stay at one dose level, i.e., xi+1 = xi = k′, which may not be
θ. Cheung (2010) describes the concept of virtual observations on which a stochastic approximation
recursion is based: Set x∗1 = x1, update

x∗i+1 = x∗i −
1
ib

(Vi − p), (2.6)
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where Vi = Yi + b(x∗i − xi) is the virtual observation of subject i, and treat the next patient at xi+1 =

C(x∗i+1). Because the cumulative increment
∑

i(ib)−1(Vi − p) in (2.6) is unbounded, following the
standard theory of stochastic approximation under some regularity conditions, we can show that {x∗i }
is asymptotically normal with mean ϕ where C(ϕ) = θ. In other words, the actual assigned dose
sequence {xi} is consistent for θ.

Second, the choice of b is crucial to the success of the method. While one may choose adaptively
based on interim data to guarantee consistency, the convergence rate is too slow to be relevant in
small samples. Finally, Wu (1985) shows that the stochastic approximation is inefficient when using
binary outcomes in small samples. However, an exception is when the binary outcome Yi is defined
by dichotomizing a continuous outcome that is observable. For this specific situation, Cheung and
Elkind (2010) show that stochastic approximation using the continuous outcomes leads to substantial
improvement in efficiency, when compared to any phase I methods using the dichotomized Yis only,
and offer a practical way to choose b so as to control the bias in estimation at a pre-specified level.

3. Theoretical Criteria for Phase I Methods

3.1. Coherence

Coherence is a dose finding principle that stipulates that no dose escalation (de-escalation) should
take place for the next patient if the current subject experiences a toxic (non-toxic) outcome (Cheung,
2005). Mathematically, a dose finding designD is coherent in escalation if with probability one

PD(xi − xi−1 > 0|Yi−1 = 1) = 0, (3.1)

for all i; and is coherent in de-escalation if with probability one

PD(xi − xi−1 < 0|Yi−1 = 0) = 0, (3.2)

for all i, where PD(·) denotes probability computed under the designD.
Coherence is an ethical consideration for the design component of a dose finding method, and as a

result, it may not correspond to efficient estimation of θ with regard to the estimation objective (1.1).
Coherence is a built-in feature of many algorithm-based designs such as (2.1) and (2.2), because they
would not be clinically acceptable otherwise. It is also clear that coherence holds for the stochastic
approximation (2.4). In contrast, for model-based designs or hybrid designs, coherence needs to be
established on a method-by-method basis. Cheung (2005) establishes the coherence of a specific
version of the CRM, and shows that a hybrid two-stage design is not necessarily coherent.

Specifically, a hybrid design is not coherent if the initial sequence {xi0} is over-conservative and
escalates very slowly (Cheung, 2005). Based on this interplay between the coherence principle and
the initial sequence, Jia et al. (2014) subsequently show the unique existence of a most conservative,
coherent initial sequence {xi0} for a given CRM model, and prescribe a conservative choice of {xi0}.

3.2. Optimality bounds

While there are many phase I dose finding methods (cf. Section 2), it is common to compare their
performance relative to each other by simulation. However, such comparison does not allow ascer-
tainment of their efficiency in an absolute sense. O’Quigley et al. (2002) describe a nonparametric
benchmark design to assess a method’s performance relative to an objective optimality bound. To
calculate the benchmark, we postulate that patient i carries a toxicity tolerance Ui that is uniformly
distributed, so that Yi(k) = I{Ui ≤ π1(k)}, where I(E) is an indicator function of the event E. Further



406 Ying Kuen Cheung

suppose that Uis are observable for all n patients in a trial, implying that we observe a complete tox-
icity profile {Yi(1),Yi(2), . . . ,Yi(K)} for each patient and we can estimate the dose-toxicity curve π1
based on these complete profiles. Precisely, set π∗1(k) = n−1∑n

i=1 Yi(k) for all k, and estimate θ with
θ∗ = arg mink |π∗1(k) − p|.

Note that in a dose finding study, only Yi = Yi(xi) is observed for patient i instead of the complete
profile. Thus, intuitively, by using additional information that is not available in practice, the “esti-
mator” θ∗ is expected to perform better than any methods that use only Yis for estimation. Therefore,
while θ∗ cannot be implemented in practice, it may serve as a yardstick for other dose finding methods.

Importantly, the properties of θ∗ are theoretically tractable and can be easily computed. Cheung
(2013) shows that the distribution of θ∗ can be approximated by

Pr(θ∗ ≥ k) ≈ Φ

√

n
{
2p − π1(k − 1) − π1(k) + 0.5n−1

}
σk

 , (3.3)

for k ≥ 2, where σ2
k = π1(k − 1){1 − π1(k − 1)} + π1(k){1 − π1(k)} + 2π1(k − 1){1 − π1(k)}, and Φ is the

standard normal distribution function. The expression (3.3) is then used to derive a lower bound of
the sample size required for a certain accuracy constraint, and also a sample size formula for a version
of the CRM.

3.3. Consistency and h-sensitivity

An estimator θ̃n is consistent for θ if and only if θ̃n = θ with probability one as n → ∞. For model-
based designs that couple design and estimation, Azriel et al. (2011) prove that consistency cannot
be achieved under all dose-toxicity curves. Rather, a method will achieve consistency if the design
visits every dose level infinitely often (e.g., up-and-down designs). This presents a dilemma between
experimentation and estimation in the context of dose finding studies, in that this “best intention”
approach is at odds with the estimation objective. In other words, consistency is an infeasible goal
under the ethical constraints of phase I trials.

As a middle ground, Cheung (2010) discuss the concept of h-sensitivity and indifference interval
in dose finding. Briefly, the interval p ± h is called an indifference interval of a dose finding designD
if there is N > 0 and h ∈ (0, p) such that

PD
{
π1
(
θ̃n
) ∈ (p − h, p + h), for all n ≥ N

}
= 1.

For brevity of discussion, we confine our attention to the class of dose-toxicity curves such that π1(k) ∈
p ± h for some k. A design D with half-width h is called a h-sensitivity design. In words, a design
is h-sensitive if it will select a dose with toxicity probability on the interval p ± h. An easy corollary
is that any dose finding method that provides consistent estimation of θ is also h-sensitive for any
arbitrarily small h. The converse is not true: the CRM, while not consistent in the sense of Azriel et
al. (2011), can be calibrated to be h-sensitive for any given h under all dose-toxicity curves (Lee and
Cheung, 2009).

4. General Dose Finding Methods

4.1. Estimation objective function

This section extends the notation in Section 2 to cover the general dose finding settings. We consider
multinomial outcome Y that takes on L+1 distinct values {ω0, ω1, . . . , ωL}. Without loss of generality,
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Table 1: Weights of toxicity types and grades in Lee et al. (2012)

Toxicity grade
0 1 2 3 4

Neuropathy 0.00 0.19 0.64 1.03 2.53
Low platelet count 0.00 0.17 0.17 0.40 0.85

assume that ω0 < ω1 < · · · < ωL so that the distribution of the outcome Yi(k) of patient i at dose level
k can be described by the tail function

πl(k) = Pr{Yi(k) ≥ ωl}, for l = 1, . . . , L. (4.1)

We shall also use π = {πl(k) : l = 1, . . . , L; k = 1, . . . ,K} to denote the entire collection of dose-
outcome probabilities. Generally, the estimation component of a dose finding trial is to estimate a
dose d(π) ∈ {1, . . . ,K}, where d(·) is a known objective function specified in the planning stage of a
trial.

Example 1. (Dose finding with binary toxicity outcomes). The outcome Y in a phase I trial is
binary, i.e., L = 1, ω0 = 0 and ω1 = 1, so that π1(k) = Pr{Yi(k) = 1} denotes the probability of a toxic
outcome at dose k. The estimation objective function is defined as d1(π1) = arg mink |π1(k) − p| as
displayed in (1.1).

Example 2. (Dose finding with total toxicity burden). In most clinical situations, a patient may
experience more than one type of toxicity at different severity grades. Instead of summarizing this
toxicity profile into a binary toxicity outcome, Bekele and Thall (2004) propose to measure the total
toxicity burden of a patient using a weighted sum of grades and types of toxicities: each toxicity type
and grade will have a pre-determined weight, and the total burden Y of a patient will be calculated
by adding the weights of toxicity grade/type the patient experiences. To illustrate the concept of total
burden, consider a clinical study described in Lee et al. (2012) where neuropathy and low platelet
count are the potential toxicities of a drug, with the severity weights given in Table 1. Based on
these weights, a patient with a grade 2 neuropathy and a grade 1 low platelet will have a total toxicity
burden Y = 0.64 + 0.17 = 0.81. While Y is a numerical score, it only takes on a finite number of
possible values depending on the toxicity grades/types considered. We can enumerate from Table 1
that the burden score Y takes on 18 possible values (i.e., L = 17), which are listed in the second
column of Table 2. Lee et al. (2011) study the method of Bekele-Thall that aims to estimate dBT (π) =
arg mink |Eπ{Y(k)} − τ|, where τ is a pre-specified level. As τ is set to 0.72 in the paper, the true target
dose dBT (π) = 3, with Eπ{Y(3)} = 0.81, in the dose-outcome scenario given in Table 2.

Example 3. (Dose finding with multiple toxicity constraints). For the same clinical setting as in
Example 2, Lee et al. (2011) propose an alternative estimation objective that chooses the smallest
dose among doses that satisfy individual toxicity constraints. To be precise, they define dMC(π) =
min j=1,...,J θ j where θ j = arg mink |Pr{Y(k) ≥ t j}− p j|, for pre-specified toxicity thresholds t1 < · · · < tJ

and toxicity rates p1 > · · · > pJ , and J is the number of toxicity constraints. In the special case with
J = 1, the objective function reduces to (1.1). To illustrate using Table 2, suppose J = 2 and that
t1 = 1, t2 = 1.5, p1 = 0.25, and p2 = 0.10. Under the scenario described in the table, we obtain
θ1 = 3, θ2 = 2, and hence dMC(π) = 2.

Example 4. (Dose finding with bivariate binary outcomes). In a phase I/II trial, dose finding
is based on both efficacy and toxicity outcomes. Generally, the outcome Y takes on four possible
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Table 2: A dose-outcome distribution of toxicity burden score

l ωl πl(1) πl(2) πl(3) πl(4) πl(5)
0 0.00 1.00 1.00 1.00 1.00 1.00
1 0.17 0.53 0.63 0.70 0.89 0.94
2 0.19 0.40 0.48 0.53 0.78 0.86
3 0.36 0.28 0.39 0.45 0.72 0.82
4 0.40 0.25 0.35 0.41 0.66 0.76
5 0.59 0.21 0.29 0.35 0.59 0.70
6 0.64 0.20 0.28 0.33 0.55 0.66
7 0.81 0.09 0.22 0.32 0.54 0.65
8 0.85 0.06 0.19 0.31 0.52 0.63
9 1.03 0.05 0.16 0.25 0.45 0.55

10 1.04 0.03 0.14 0.25 0.44 0.54
11 1.20 0.02 0.12 0.23 0.38 0.47
12 1.43 0.01 0.11 0.23 0.37 0.46
13 1.49 0.01 0.11 0.23 0.36 0.45
14 1.88 0.01 0.10 0.23 0.35 0.43
15 2.53 0.01 0.10 0.23 0.34 0.42
16 2.70 0.00 0.04 0.12 0.24 0.34
17 2.93 0.00 0.02 0.05 0.14 0.21
18 3.38 0.00 0.01 0.02 0.07 0.13

Eπ{Y(k)} 0.25 0.51 0.81 1.28 1.6

values. Using a particular convention, we may define Y = 0 for a patient without no toxicity and no
response, Y = 1 for response without toxicity, Y = 2 for toxicity without response, and Y = 3 for both
response and toxicity. Let FT (k) and FR(k) denote respectively the toxicity probability and response
probability at dose k. Using the notation (4.1), these probabilities can be expressed in terms of π as
follows: FT (k) = Pr{Yi(k) ≥ 2} = π2(k) and FR(k) = Pr{Yi(k) = 1 or Yi(k) = 3} = π1(k)−π2(k)+π3(k).
The desirability δk of dose k is then defined as a function of the response and toxicity rates, that
is, δk = δ{FR(k), FT (k)}, where δ(r, s) is increasing in r and decreasing s. The estimation objective
function is defined as dET (π) = arg maxk δk.

4.2. General design strategy and optimality bound

As illustrated in the previous subsection, the estimation component of a dose finding study is highly
study-specific. Examples 2 and 3, both dealing with situations with multiple toxicities, take very
different objective functions and hence lead to different target doses; recall that dBT (π) = 3 and
dMC(π) = 2 for Table 2. Therefore, it is very crucial to work with the clinical investigators to decide
the estimation objective at the planning stage of a trial.

In contrast, the design component has predominantly taken the form of a model-based or hybrid
strategy: start a trial at a safe dose, treat and observe a few patients, obtain some model-based estimate
of π using on the most recent data, and treat the next group of patients based on this estimate. While
this strategy is applicable to very general outcome types and estimation objective functions, the actual
implementations are computer intensive and specific to the estimation objective and the assumed
dose-outcome model. The performance of the dose finding method also depends on this assumed
dose-outcome model and the underlying dose-outcome relationship, which can be quite complicated.
Therefore, it is important to be able to derive some theoretical optimality bound for these methods
as a way to ascertain their efficiencies and perform design diagnosis. Cheung (2014) extends the
concept of nonparametric benchmark to the general dose finding settings. To calculate a benchmark
for a trial with Y taking on L + 1 possible values, we postulate that each patient carries a tolerance
profile (Ui1,Ui2, . . . ,UiL) that is uniformly distributed on [0, 1]L, so that under a given π, the outcome
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of patient i is determined by

Yi(k) = ωl if Ui,l+1 >
πl+1(k)
πl(k)

and Ui j ≤
π j(k)
π j−1(k)

, for all j ≤ L, (4.2)

where we set π0(k) ≡ 1 and πL+1(k) ≡ 0 by convention. Consequently, we may estimate πl(k) by
π∗l (k) = n−1∑n

i=1 I{Yi(k) ≥ ωl}; hence d(π∗) can be calculated as the benchmark for the objective
d(π). Some theoretical properties of π∗ are given in Cheung (2014). For each given d(·) and π, the
sampling distribution of θ∗ can be derived analytically using asymptotic approximation in principle,
analogously to (3.3). In practice, the sampling properties of a benchmark can be easily approximated
by generating the outcomes (4.2) using simulation.

5. An Application to Dose Finding with Trinary Outcomes

In this section, we illustrate how the theoretical criteria can be applied to build and evaluate dose
finding methods in the context of a phase I/II trial where each patient will experience one of three
possible outcomes: no toxicity and no response (Y = 0), response without toxicity (Y = 1), and
toxicity (Y = 2). It can be viewed as a special case of Example 4 above with π3(k) ≡ 0, that is, a
toxicity will preclude a response. That is, we have FR(k) = π1(k) − π2(k) and FT (k) = π2(k). For the
estimation objective, we use the desirability function specified in Thall and Cook (2004):

δ(r, s) = 1 −
√

(1 − r)2 + s2√
(1 − pE)2 + p2

T

, (5.1)

where (pE , pT ) solves (pT + 0.045)p2
E − 0.347pE + 0.147 = 0 and s(pE − r)+ (1− r)(pT − s) = 0. The

function (5.1) attains a maximum of 1 when r = 1 and s = 1, and can be negative. Thus, we consider
a modified efficacy-toxicity estimation objective function defined as dET (π) = arg maxk δk if δk > 0
for some k; = 0 otherwise.

Cheung (2015) introduces the concept of a tandem dose finding design, in which patients are
enrolled in pairs and treated at adjacent doses, and dose escalation between pairs are conducted in
tandem. Without loss of generality, the design points will be subject to the following constraints:

x2i = x2i−1 + 1, for i = 1, . . . ,
n
2
, (5.2)

for patient 2i − 1 and patient 2i, in a trial with sample size n, i.e., n/2 pairs (when two patients are
enrolled, we can pre-randomize which patient is the “first” patient in the pair). The tandem design
(5.2) is intended as an escalation restriction that enables comparison of neighboring doses. For a
phase I/II trial with trinary outcomes, there are 9 possible outcome configurations for each pair of
subjects. And while there are many ways to specify the dose escalation rules corresponding to each of
the outcome configurations, Table 3 prescribes a specific set of rules where the coherence principles
are used to impose restrictions on certain rules. For example, suppose that the outcomes are Y2i−1 = 0
and Y2i = 2 for the (2i − 1)th and (2i)th patients. Coherence in de-escalation (3.2) imposes that

x2i+1 ≥ x2i−1 (5.3)

following the outcome Y2i−1 = 0, and coherence in escalation (3.1) implies

x2i+2 ≤ x2i = x2i−1 + 1 (5.4)
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Table 3: Escalation in tandem design for phase I/II trial where x2i = x2i−1 + 1 for all i

(Y2i−1,Y2i) Rule Remarks
(0, 0) x2i+1 = x2i−1 + 1 Escalate; stay if x2i−1 = K − 1
(0, 1) x2i+1 = x2i−1 + 1 Escalate; stay if x2i−1 = K − 1
(0, 2) x2i+1 = x2i−1 Coherence restriction
(1, 0) x2i+1 = x2i−1
(1, 1) x2i+1 = x2i−1
(1, 2) x2i+1 = x2i−1 − 1 De-escalate; stay if x2i−1 = 1
(2, 0) x2i+1 = x2i−1 Coherence restriction
(2, 1) x2i+1 = x2i−1
(2, 2) x2i+1 = x2i−1 − 1 De-escalate; stay if x2i−1 = 1

Table 4: Comparison of the tandem design, the Thall-Cook method (PO and CR), and the optimality bounds.
Relative efficiency is calculated as the ratio of the accuracy indexA of a method to that of the benchmark

Method Percent of Selecting Dose A Relative
1 2 3 4 5 None efficiency

(FR, FT ) (.20, .02) (.40, .03) (.60, .04) (.68, .06) (.74, .20)
δ −0.48 −0.13 0.22 0.32 −0.26

Scenario 3 in Tandem 0.1 0.2 12.6 76.1 9.1 2.0 .91 .93
Thall and Cook (2004) PO 0.0 0.4 19.8 71.6 6.5 1.7 .92 .95

CR 0.0 1.6 32.2 49.4 15.7 1.0 .83 .86
dET (π∗) 0.0 0.0 13.0 84.8 1.2 0.0 .97 -
(FR, FT ) (.52, .01) (.62, .015) (.71, .02) (.79, .025) (.86, .03)
δ 0.12 0.29 0.45 0.58 0.69

Scenario 4 in Tandem 1.3 0.4 2.5 28.8 67.0 0.0 .93 .94
Thall and Cook (2004) PO 0.1 1.7 10.1 34.3 53.7 0.0 .90 .91

CR 0.0 0.1 1.1 4.6 94.0 0.1 .99 .99
dET (π∗) 0.0 0.0 0.4 4.5 95.1 0.0 .99 -

because Y2i = 2. It can be shown that under the constraints (5.2), (5.3), and (5.4), the only possible
dose assignment for the next pair is (x2i+1, x2i+2) = (x2i−1, x2i). This example illustrates how coherence
can be applied to simplify clinical decisions that are ethically defensible. This type of clarity is
particularly important in trials with complex dose-outcome structures. The tandem design described
above is an algorithm-based design while most dose finding methods for phase I/II trials are model-
based. For example, Thall and Cook (2004) consider two dose-outcome models to model FT and FR

jointly: the proportional odds (PO) model and the continuation ratio (CR) model, and apply a model-
based design that treats the next group of patients at a dose with the largest model-based estimate of
desirability, subject to some acceptability constraint; see Thall and Cook (2004) for further model and
algorithm details.

It is typical to use simulation to compare different dose finding methods. Table 4 gives the simu-
lation results of the tandem design, the Thall-Cook methods with the PO and the CR models, along
with the benchmark dET (π∗) for a trial with n = 72. The tandem design uses the escalation rules
specified in Table 3 along with (5.2), and estimate dET (π) using logistic regression at the end of the
trial. The results of the tandem design and the benchmark are based on 10,000 simulation replicates,
and the results of the PO and the CR models are obtained from Thall and Cook (2004). The methods
are compared based on an accuracy indexA calculated as a standardized, expected desirability of the
selected dose: ∑K

k=1 δk Pr
(
d̂ = k

)
−mink δk

maxk δk −mink δk
,
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where d̂ denotes the selected dose by a method. The index A is standardized so that it equals 0 (1)
when the worst (best) dose is selected with probability one (Cheung et al., 2015).

If we focus on the relative performance, we cannot tell apart the PO and the CR models because
the former performs better than the latter under Scenario 3, and the converse holds under Scenario
4. This is possible because it is unlikely that a method or a model will perform uniformly better
than another. However, when we look at the optimality bounds, the benchmark dET (π∗) has better
accuracy (0.99) in Scenario 4 than in Scenario 3 (0.97), suggesting Scenario 4 is an “easier” scenario
for estimation purposes. In this light, it is interesting to note that the PO model performs poorer in an
easy scenario (A = 0.90) than in a less easy one (A = 0.92), which may be indicative of an intrinsic
idiosyncrasy of the PO model in this context. This idea is analogous to unbiasedness in hypothesis
testing where we expect a larger power under a greater effect size. In other words, the benchmark
accuracy can be viewed as a numerical summary of the “effect size” of a dose-outcome scenario, thus
providing a yardstick for what we should expect from a reasonable dose finding method.

6. Discussion

In this article, we review the theoretical concepts in dose finding with some details on coherence and
optimality bounds. While these concepts were first developed for the standard phase I problem, we
discuss their extension to general dose finding settings. Since we aim to cover theoretical develop-
ments after 2010, we have not covered all theoretical criteria in dose finding such as rigidity and
unbiasedness, for which we refer readers to Cheung (2010).

In this article, we also give some important examples of “non-standard” dose finding problems
including dose finding with trinary outcomes and multiple toxicity constraints. We, however, have
not covered many important topics such as the use of time-to-event outcomes (Cheung and Chappell,
2000; Polley, 2011), testing drug combinations (Houede et al., 2010), and dose finding with patient
heterogeneity. However, the principles of estimation objective and design strategy can be applicable
to these other situations.

Statistical methodology for dose finding trials is an application-oriented discipline. As a result,
little attention has been given to studying the general theory of dose finding methods. This, however,
falls short of the rigor necessitated by the ethics and scientific merits of a clinical study, and may
miss the opportunity for developing powerful theory-guided design diagnostic and calibration tools.
Examples abound for the standard phase I dose finding problems: Cheung (2013) uses the optimality
bounds to derive a sample size formula for the CRM; Jia et al. (2014) provide tools based on the
coherence principles to choose the initial sequence {xi0} in a hybrid design; and Lee and Cheung
(2009) develop an algorithm to fine-tune a CRM model to achieve h-sensitivity for any given h. In
this article, we demonstrate the use of optimality benchmark in a quick diagnosis of the idiosyncrasy
of the PO model. These are all tangible design tools that would not be possible without careful study
of dose finding theory. As dose finding trials become increasingly sophisticated, complex, and study-
specific, it is ever more important to be able to have a general theoretical framework that enhances the
simplification and transparency of the dosing decisions by novel methods. The goal of this paper is
to illustrate how these theoretical criteria can be useful beyond the standard phase I problem, and to
inspire further research along this line.
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